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LS Tformer: Long Short-Term Transformer for
Real Time Respiratory Prediction
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Abstract— Since the tumor moves with the patient’s
breathing movement in clinical surgery, the real-time pre-
diction of respiratory movement is required to improve the
efficacy of radiotherapy. Some RNN-based respiratory man-
agement methods have been proposed for this purpose.
However, these existing RNN-based methods often suffer
from the degradation of generalization performance for a
long-term window (such as 600 ms) because of the struc-
tural consistency constraints. In this paper, we propose
an innovative Long Short-term Transformer (LSTformer) for
long-term real-time accurate respiratory prediction. Specif-
ically, a novel Long-term Information Enhancement module
(LIE) is proposed to solve the performance degradation
under a long window by increasing the long-term memory
of latent variables. A lightweight Transformer Encoder (LTE)
is proposed to satisfy the real-time requirement via sim-
plifying the architecture and limiting the number of layers.
In addition, we propose an application-oriented data aug-
mentation strategy to generalize our LSTformer to practi-
cal application scenarios, especially robotic radiotherapy.
Extensive experiments on our augmented dataset and pub-
licly available dataset demonstrate the state-of-the-art per-
formance of our method on the premise of satisfying the
real-time demand.

Index Terms—Radiation therapy, respiratory prediction,
transformer.
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|. INTRODUCTION

N EXTERNAL beam abdominal radiotherapy, respiration
I is the main factor causing the tumor’s movement, which
significantly lowers the accuracy of radiotherapy [1]-[4]. The
respiratory signal is semi-periodic and nonstationary in clinical
practice [5]. Specifically, it changes amplitude and period over
time and varies among patients [4]. In addition, radiotherapy
apparatuses exhibit inherent system latency [6]-[9] caused by
external marker position acquisition, calculation, and mechani-
cal system delay [10]. For instance, the system latency is around
115 ms for CyberKnife [11], and around 500 ms for multi-leaf
collimator (MLC) [9], which means that the tumor’s movement
must be predicted in advance to adjust the radiation beam.

To ensure consecutive radiation and minimize the damage to
adjacent tissue, direct tumor tracking methods aim to track the
metallic marker implanted inside the tumor [12], [13] or predict
the in-plane organ’s motion by 2D Computed Tomography (CT)
or Magnetic Resonance Imaging (MRI) [4], [14], [15]. By
contrast, model-based methods indirectly predict the respiratory
signal instead of the 2D image processing for real-time tumor
tracking. With higher computational efficiency than direct meth-
ods, the indirect respiratory prediction problem has received
ever-increasing attention in research and clinical communities.
Among them, the Kalman filter (KF) model [16], [17] is widely
used because of its good ability to fit time series data. However,
KF-based methods need to establish the state equation and obser-
vation equation first, while it is difficult to determine these initial
parameters [18]. This weakness greatly affects the performance
of KF-based methods for nonlinear respiratory signals.

To further improve the model’s fitting ability for nonlinear
signals, the learning-based method is proposed as an alterna-
tive solution, in which the utilization of deep recurrent neural
networks (RNN) [19]-[22] to process respiratory signals has
become one of the mainstream paradigms. Although there are
many improved variants of RNNSs, such as the Gated Recur-
rent Unit (GRU) [22], the issue of how to capture long-term
dependencies of intricate respiration remains unresolved. In
addition, [23] shows that the generalized feature extraction of
RNN is limited by the structural consistency constraints.

Recently, Transformer [24] has been proposed in a non-
autoregressive fashion, which can extract more versatile features
via the multi-head attention (MHA) and feed-forward network
(FEN) with residual structures. Unlike RNN-based methods,
Transformer allows encoding any history inputs to improve
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the execution of feature extraction. Therefore, the canonical
Transformer can capture the irregular patterns with rich feature
representation in the respiratory signal. However, due to the
space complexity which quadratically grows with the input
window length [25], Transformer cannot cope with long-term
respiratory prediction in real-time scenarios.

Based on the above observations, we propose an innovative
Long Short-term Transformer (LSTformer) for real-time accu-
rate respiratory prediction under a long window. Specifically,
a lightweight Transformer Encoder (LTE) is proposed to model
the semi-periodicity temporal dependency of respiratory signals
with good generalizability, which ensures real-time requirement
by lightweight processing. Moreover, a novel Long-term Infor-
mation Enhancement (LIE) module is proposed to strengthen
the long-term memory of the latent variables for long window
prediction, in which the latent variables are encoded by the
lightweight Transformer. In addition, since the existing public
dataset cannot completely cover the actual application scenarios,
an application-oriented data augmentation strategy (AOA) is
proposed to expand the diversity of the public dataset collected
by the optical tracker. We use the depth camera to collect new
data on the simulator to train the model, which can improve the
model’s generalization ability and help the model quickly adapt
to real application scenarios, especially robotic radiotherapy.

In summary, our main contributions are three-fold:

® An innovative Long Short-term Transformer is proposed
for long-term real-time accurate respiratory prediction.
Experimental results verify the superior performance on
publicly available datasets and our synthetic dataset by
breathing simulator.

® A Long-term Information Enhancement module is pro-
posed to solve the performance degradation problem of
RNN-based approaches under a long-term window. In
addition, a lightweight encoder structure is proposed to
extract features with strong representation capabilities
while ensuring real-time requirement.

® Anapplication-oriented data augmentation strategy is pro-
posed to improve the model’s generalization performance
in different application scenarios via synthesizing datasets
created by an artificial breathing simulator.

Il. RELATED WORKS
A. Direct Tumor Tracking Methodology

Direct tumor tracking methods aim to track the metallic
marker implanted inside the tumor or model the in-plane organ’s
motion using CT or MRI images. Bourque et al. [15] proposed
a combination of particle filter and autoregressive motion pre-
diction algorithm for real-time MRI-guided lung cancer radio-
therapy. Romaguera et al. [4] proposed a discriminative spatial
transformer network to predict in-plane organ motion. Jafari et
al. [26] proposed a lung biomechanical model for predicting
tumor motion using lung 4D CT scans of radiation treatment
planning. However, the continuous imaging of internal tumor’s
motion is challenging due to system latencies [4]. Besides, the
2D image sequences processing can be time-consuming, espe-
cially for high resolution and large datasets [4]. These reasons

weaken the performance of direct tumor tracking algorithms in
real-time systems.

B. Indirect Model-Based Respiratory Prediction
Methodology

Respiratory prediction belongs to the time series forecasting
problem. Traditional statistical forecasting methods predict the
future series data on the basis of historical data [27]. McCall et
al. [28] proposed an autoregressive moving average (ARIMA)
algorithm to define a mathematical model of respiratory mo-
tion’s periodic and non-periodic components. This model as-
sumes that the data are linear and follow a specific probability
distribution. Putra et al. [16] proposed an interacting multiple
model (IMM) filter and two KF models. Vedam et al. [29]
evaluated the predictive power of sinusoidal and adaptive fil-
ters by calculating the standard deviation of the instantaneous
differences between the predicted and actual breathing posi-
tions. Ruan er al. [5] used the semi-periodicity characteristic
of respiratory motion to train the local regression model from
previous observation data. Wu et al. [30] utilized finite-state
model to describe three respiratory states. Cetinkaya et al. [31]
used the exact KF to model the state estimation of quasi-periodic
respiratory signals. Hong et al. [17] proposed a cascade structure
of an extended KF and support vector regression (SVR), and
this cascade structure proved to be more effective than SVR and
artificial neural network (ANN) alone. Ernst et al. [32] evaluated
several respiratory prediction algorithms such as the extended
KF, wavelet-based multi-scale autoregression (wLMS), and e-
support vector regression (SVRpred) methods. They found that
the wLMS is the most effective algorithm. Bao et al. [33]
proposed a patient-specific respiratory motion model based on
the bayesian and PCA algorithm. J6hl et al. [34] compared
18 prediction filters to evaluate the sufficiency of linear filters.
Model-based methods are computationally efficient and can be
responsive to irregular changes. However, they often suffer from
poor performance for signals since the respiratory motion is non-
linear, semi-periodic, and nonstationary in clinical practice [5].

C. Indirect Learning-Based Respiratory Prediction
Methodology

Learning-based methods with high nonlinearity are pro-
posed to improve the prediction accuracy of respiratory motion.
Seregni et al. [35] proposed an ANN model for phantom testing
to demonstrate the feasibility of real-time tumor tracking based
on external respiratory signals. Sun et al. [36] applied adaptive
boosting and multi-layer perceptron neural network (ADMLP-
NN) to improve the prediction accuracy of respiratory signals.
Teo et al. [37] focused on online neural network optimization
and concluded a three multi-layer perceptron (MLP) neural net-
work. Subsequently, Sun et al. [38] investigated the prediction
performance of four popular adaptive boosting methods based
on the MLP-NN. Chang et al. [39] developed a temporal con-
volutional neural network (TCN) to predict respiratory signals
and measured the RMSE in three-dimensional space. Because
ANN ignores the temporal dependency, RNN-based methods
have emerged. Lin et al. [21] firstly introduced long short-term
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TABLE | -
DATA DETAILS Algorithm 1: Data Augmentation.
Input: Depth image D € R?*W RGB imgae
Dataset Object Collect Device ~ Data Amount * I e RHXW’ k, e, n, threshold
Public 38 Patients Optical Tracker 7500% 100 .
Augmentation  Phantom Device =~ RGB-D Camera 7500x6 Output. depth .
1. N={0},n; € N,i={1,2,...,k}
4This data term represents the dimensions of the respiratory signal matrix, where _
100 and 6 refer to the number of respiratory signals. 7500 refers to the amplitude of w o {wl » W02, U UJk} .
motion value, corresponding to 7500 timestamps. 2: Iteratlvely get plXCl p from D with the value of NaN
and neighbors of p
memory (LSTM) [40] to solve the respiratory prediction prob- i: if dzstangcel(p s netg hzgr) < ¢ then
lem in 500 ms. Wang et al. [41] also proposed to use LSTM 5‘ 7:‘;? elect(neighbor)
. . . : . : endi
to predlcF external re§p1rat0ry monn signals and tben built the 6 Update p Mt testngu,
external/internal motion correlation models. LSTM is developed 7' I vel ] w11+w%+ ~~~~~~ }‘U’k
to selectively remember and update important information by 8: ';eratlve y get E lxehpldrt(;lm
special forgetting and saving mechanism. Wang et al. [20] 9' ! g} mi@ ) > ,t res (I) en
proposed bidirectional LSTM (Bi-LSTM) to further improve 10‘ de‘tf nary imgae 1p
tracking accuracy, where the predictive window is in the range 11’ %n ! hological ) solated d
of 40 ms to 400 ms. Yu et al. [22] proposed a Bi-GRU, another ’ Sg‘ }r)norp ological opening to remove 1solated dots
and burrs

variant of RNN, to mitigate the long updating time problem of
LSTM.

Because of the limitations such as the structural consistency
constraints [23] and weak long-term dependencies [25], RNN-
based methods are not effective in respiratory prediction under
long windows. Although Transformer [24] can extract generated
and robust features, it cannot be directly used in real-time res-
piratory prediction because of the high space complexity. Thus,
we simplify the Transformer Encoder and propose a novel LIE
module to realize real-time prediction of respiratory signals.

[ll. MATERIALS AND METHODS
A. Application-Oriented Data Augmentation

Since the collection of respiratory data is affected by the col-
lection equipment and environment, different collection equip-
ment (such as optical tracker [11], real-time position man-
agement (RPM) system [42] and RGB-D camera [43].) will
show a slight difference on the same person. In order to make
our model have good practical application value, we propose
an application-oriented data augmentation strategy (AOA) to
expand the diversity of public dataset collected by the optical
tracker. Under AOA our LSTformer can be generalized to prac-
tical application scenarios, especially robotic radiotherapy. The
training dataset consists of the public dataset and our augmented
dataset, as shown in Table I.

Public Dataset: The public dataset'is collected by Dr Kevin
Cleary and Dr Sonja Dieterich during CyberKnife treatment
at Georgetown University Hospital [44]. The origin database
consists of 304 motion traces of 38 patients’ respiratory motion
between 6.5 and 132 minutes with an acquisition frequency of
26Hz [45].

Augmented Dataset: To increase the diversity of the public
dataset and improve the generalizability of the trained model,
we obtained the augmented dataset via a breathing simulator.

Finally, we trained our LSTformer model by randomly pick-
ing 97 training data segments (90% dataset). The rest of the 9

![Online]. Available: https://signals.rob.uni-luebeck.de/index.php

12:  Ip < Open(Ip)
13:  Figure out the center point coordinates of each marker

M
14: M = GetConnectedRegion(Ip)
15: for:inl,... ndo

16:  Center coordinate (z;,v;) < Caculate(M;)
17: depth; < D(z;,y;)
18: end for

Depth Image

Fig. 1. Breathing simulator data collecting and processing. The
(z;,y:) denotes the center pixel coordinate of marker M in the RGB
image. The D(z;,y;) is the coordinate in the depth image and the
depth; is the depth value.

data segments (10% dataset) are for testing, and each segment
contains 7500 points of respiratory motion.

1) Augmentation Data Collection: We made an augmenta-
tion dataset utilizing an RGB-D camera to collect motion signals
in a breathing simulator phantom device.? It is worth noticing
that the movement of the simulator is driven by the clinical
patient’s respiration. Other details can be seen in our previous
work [46].

Fig. 1 illustrates the process of breathing simulator data
collecting. The 11 markers are placed in the abdominal phantom.

2A general physical radiotherapy simulator for CIRS Tissue Simulation &
Phantom Technology https://www.cirsinc.com/
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The RGB-D camera is placed nearly 73 cm above the breath-
ing simulator to collect the abdomen area’s depth image and
corresponding RGB image. Firstly, the K-nearest neighbors
method [47] is applied to fill the gaps and missing values in
the depth image. Then the global binary threshold algorithm
(Otsu’s method) [48] is used to locate all 11 marker points on
the RGB image. After that, we perform contour detection and
ellipse fitting steps to accurately identify the center coordinates
of each marker to obtain depth value. The specific processing
flow is shown in Algorithm 1. For breathing simulator data, 20
collective experiments for 11 markers were performed to record
the respiratory amplitude. For each experiment, we randomly
chose one marker’s motion data as one sample, including about
2000 to 3000 points. The final augmented dataset will be re-
shaped to a size of 7500x 6, as shown in Table I, and mixed into
the public dataset to improve the generalizability of our model
to deal with actual complex scenarios.

2) Data Preprocessing: To alleviate the influence of the
acquisition environment and random noise in the sensor, we
performed data preprocessing on the premise of maintaining
the original signal shape and period characteristics. The data
preprocessing includes denoising, smoothing, normalization and
partitioning.

Denoising: There are some outlier points and sharp peaks
in the respiratory signals. We used the Boxplot method [49] to
remove these significant outliers Dy ¢15ers- BoXplot calculates
the quartiles of the data and divides all the data into four quartiles
in ascending order, which can be formulated as:

Doutiiers = {l‘ ‘ x §é [Ql _N(QB_Ql)a Qs —/L(Qg - Ql)}}
ey
where ()1 and Q3 are the lower and upper quartiles calculated
by Boxplot.  is the scale parameter which is set to 1.0 from
experience in our experiment.

Smoothing: To facilitate our network’s processing of discrete
respiratory movement data, we employ Savitzky-Golay (SG)
filter [50] to smooth the data and filter some white noise. SG
filter is a convolution fitting algorithm based on the least-squares
method, which can retain the shape and width of the respiratory
signal after filtering. The j** smoothed data point Y; can be
formulated as:

=

1
v= Y M <j<n-
=1

-1
m—1
CiYj+i, 5 <y
o

2

©))

where y is original discrete respiratory data, Y is smoothed
respiratory data, m and n are the smoothing window size and
signal length, respectively, and C' is the convolution coefficient.

Normalization: To ensure the stability of the model, we nor-
malize the one-dimensional data into the range of O to 1. During
the testing process, a de-normalized operation has been done to
compute evaluative criteria.

Fartitioning: Based on the demand of the respiratory motion
prediction task, we divide the collected data via our partitioning
strategy. Specially, we divide each respiratory sample into many
pieces, including input data of length n and target data of length
Noutput in a fixed-size window. The details are shown in Fig. 2.

n Nouiput
—
Input data Target

Input data

Slidtng .

§
~
BN
t/s
(@)
. Py
tly|y t|y|y tly|y
to] B to] ¥
ti| ¥ t| »n | y1
| ¥ tz| vz ] ¥
ta] . & ya QS
len <
ta| va| Y3 ta) el Vi ta| ¥
|y ts| ys| 7 ts| vs| 7 MSE
t] s, t| ve t| vo| 75 Loss
BE BES BIE
.

Fig. 2. The partitioning process of respiratory data. (a) In the sliding
window with a fixed size (marked with a blue dotted box), n data points
are input into the model to predict these Noy¢put poiNts. (b) A visual
illustration of the partitioning process for n = 3 and Noutput = 2, Where
the len is the length of the time axis, y and g are the ground truth data
and predictive data, respectively. The MSE loss is calculated to optimize
these weights in our model.

B. Long Short-Term Transformer

To further improve the feature extraction capability in res-
piratory motion prediction and the performance under a long
window, we propose an innovative LSTformer for long-term
real-time accurate respiratory prediction (as shown in Fig. 3).
Specifically, a lightweight Transformer Encoder is proposed
to extract generalized feature representations while ensuring
real-time requirement. Moreover, a novel Long-term Informa-
tion Enhancement module is proposed to solve the problem of
performance decline under a long window by increasing the
long-term memory of latent variables.

1) Lightweight Transformer Encoder: The Transformer [24]
is utilized as a powerful autoencoder to tackle the text trans-
lation tasks, which consists of three core modules, namely the
multi-head attention module (MHA), the feed-forward network
(FFN), and the Positional embedding (PE). To retain the fea-
ture extraction capability of the Transformer while meeting the
real-time requirement, we propose a lightweight Transformer
Encoder (LTE, shown in Fig. 4) via adjusting these three core
modules specifically for respiratory data.

Since the respiration curve is a one-dimensional feature of
time, we define an embedding layer to expand the shape of
the respiration features. Specifically, for every input vector
x =|xg x1 T2 ... z,], we expand the shape of x to n x d
dimensions by the input embedding, as shown in Fig. 4. The
embedding layer can be formulated as:

l‘/ = Lie(x; Wie)a {x/ € ]R" X Rdvx € R"} (3)
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N * Lightweight Transformer Encoder

| Positional
| Encoding

Add & Norm

Feed Forward

Add & Norm

Multi-Head Attention

—_————— e — =

Fig. 3.

N*Long-term Information Enhancement

The architecture of our Long Short-term Transformer (LSTformer). The N-layer asymmetric autoencoder pipeline as the backbone predicts

the breathing curve under the long window using historical respiratory data. In Lightweight Transformer Encoder, respiratory data needs to be
converted into the nonlinear features via Input Embedding and Positional Encoding (detailed in Fig. 4(a)). Long-term Information Enhancement
module mainly includes the Forget Gate, Input Gate, and Output Gate (detailed in (8)-10), where ¢ denotes the cell state during temporal sequence
transmission, h denotes the hidden state, and tanh denotes the activation function.

ok

Sequence length

joe)
- 2
a
=

Sequence length

N
x' |

Multi-Head Attention

’ diml N
[ dim2 \ kx| JJ SA,
' dim3 H {
| _l:’i / - dim3’ !
VSt } } b { !
M :
] '
P AL e
'
N e . FN & Not
P
(a)
Self-Attention (S4)
Wy
1%

Fig. 4. The architecture of lightweight Transformer Encoder (LTE) and
Self-Attention. (a) The logical relationship between sub-modules in LTE.
Specifically, =’ represents the expanded respiratory data by Input Em-
bedding, P denotes the learnable position features encoded by segmen-
tation embedding, h and W© are the header number and the header
weights of MHA blocks, respectively. The operations of Concat, FN and
Norm are shown in eq.6 and eq.7. (b) Calculation of the Self-Attention
(SA), where the W, 5 3, is the learnable weight, the queries (Q;), keys
(K;), and values (V;) are transformations of the corresponding input
state vectors to calculate the weight matrix W ttention (detailed in eq.5).
The final output of S A is obtained by Scale and Softmax operations.

where 2’ denotes the expanded inputs, L;. denotes the input
embedding layer, ;. denotes the embedding weight matrix,
n denotes the dimension of origin input z, and d denotes the
expanded embedding dimension.

Since the respiration data is semi-periodic, using the original
PE to add position coding for each point on the respiration

curve will bring redundancy and increase the computational
cost. Hence, we propose a learnable segmentation embedding
to add positional information to x’ adaptively, where a learnable
mask will determine which segments would be reserved for
PE operation. The learnable segmentation embedding can be
formulated as:

S . o
%Z SIH(W), ifj=2k
Z COS (W), lfj :2k+1

where S represents the learnable segment spacing, 7 and j
represent the position in the time axis and the current dimension
of embedding, respectively. i € [0,n] and j € [0, d]. The value
of the matrix P computed by sine or cosine function varies
depending on whether the subscript j is odd or even, k € Z.

Multi-head attention is made up of h self-attention (SA, shown
in Fig. 4(b)) blocks. Given the positional embedding matrix of
2/ + P as the input for each head SA;, the calculation of the
S A mechanism requires three matrices @; (query), K; (key)
and V; (value), which are obtained by applying three different
linear transformations for ' + P. Considering the real-time re-
quirement, we simplified the implementation of original SA via
leveraging single-layer MLP to realize the linear transformation.
The SA mechanism can be formulated as:

SA; = Softmax (Ql(x/ + P; WiQ)Ki(xl

P(i,j) = “

Vi(z' + P;WY)
n

where the WiQ € R WK € R4k and W)Y € R4 de-
note the linear transformation weights, and 7 is the scaling factor.

MHA learns rich features without increasing the time com-
plexity by integrating multiple S A;. The final MHA feature can
be formulated as:

+ PiW)T) s)

MHA = Concat (SA;, SA,,...,SA,) W° (6)

where the WO € R4« is the header weights.

After the multi-head attention, the position-wise fully con-
nected with feed-forward network (FN) and normalization
(Norm) are followed closely, as shown in Fig. 4. The calculation
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Batch[ g H g
Size
lTime (Seqllence 1engt;1)
e © O O
Q O @)--LiEce
Ny LIE Layer «)O  Swan )

Q Q Q

1 Input Embedding
Size Size

Batch

Time (Sequence length)

he—q Wr [ by

LIE cell
(b)

Fig. 5. The architecture of Long-term Information Enhancement (LIE).
(a) The decoding process of LIE, where the data cuboids at the bottom
denote the outputs from the LTE, N, denotes the number of LIE layers,
and the prediction layer is an MLP. (b) The calculation process of each
LIE cell, where c(;_; ;, denotes the cell state in one time step, h(;_1 4}
denotes the hldéen states, and X denotes the input data. wyy . 5
and b ,, ) denotes the weights and biases corresponding to different
Gates, respectively (see eq.8-10 for details).

of the LTE output can be formulated as:
X g = Norm(W;ReLU(W1MHA + by) + b2) @)

where W, and W, represent transformation weights, by and b,
represent transformation biases, and ReLu(-) is the nonlinear
activation function.

2) Long-Term Information Enhancement: Although the
Transformer can obtain the latent variables with rich feature rep-
resentation, it cannot establish effective long-term effects [25].
To improve the accuracy of respiratory prediction under the long
window, we combine LSTM cells and MLP, and propose a Long-
term Information Enhancement (LIE, shown in Fig. 5(a)), which
aims to strengthen the long-term memory of latent variables and
predict respiratory signals. As shown in Fig. 5(b), the LTE cell
consists of three gates to control updating cell state ¢; and hidden
state h; in the LIE layer. Among them, the input gate controls
how much of the current input X r; is saved to the cell state ¢, the
forget gate determines how much of ¢;_; should be remembered
in current moment for ¢;, and the output gate outputs features
enhanced by long-term information, which can be formulated

as:
G,"""'=0(Concat(hy 1, X);W) x7(Concat(hy 1, X ); W)
®)
G = g(Concat(hy_1, Xg); W) ©)
Gt — h, = g(Concat(hy_1, Xp); W) x 7(ct) (10)

where o is the sigmoid function, 7 is the tan(-) activation
function, and W is the weight of corresponding functions. The
final cell state ¢; satisfies the equation ¢; = G{ orget o cp 1 +
Ginput.

We only keep the last moment output value y; in the output
layer and add the MLP layer composed of linear transformation
nodes. Finally, the softmax layer converts the output of the
decoded block into a probability as the final output. The final
decoded results can be formulated as:

e(Wp-yi+bp)

y:

11
>, eWovitbo) ()
where Wp and bp are the weight and bias of the MLP layer,
respectively. The last moment outputis y; = Softmax(hy; W).

[V. EXPERIMENT

A. Implementation Details

We implement our LSTformer to predict the long-term res-
piratory curve from the one-dimensional respiratory sequence
via LTE and LIE. In LTE, we utilize a 64-dimensional em-
bedding layer for the input embedding, four headers for the
multi-head attention, the MLP with 2048, and 64 hidden units
for the feed-forward. There are two LSTM core structures for
the long-term enhancement cell and one MLP with 64 and 1
hidden unit for the prediction layer in LIE. Our approach is
implemented with Pytorch 1.5.0 and trained for 200 epochs
by the Adam optimizer [51]. For all datasets, the batch size
is set to 64, and the learning rate is set to 0.5e-2 for training
LSTformer. All experiments in this paper were performed on
NVIDIA RTX 2080 GPU with 8 G memory and Intel Xeon
E5 CPU with 2.30 GHz. During the training process, mean
square error (MSE) loss and backwards gradients are calculated
to optimize the weight parameters, which can be formulated as:

1

MSEoqs (i), truth) = (§; — truth;)®  (12)

output
where ¢ is the predicted respiratory curve by our method, truth
is the ground-truth respiratory curve, and Noypu¢ 18 the length
of predicted points (as shown in Fig. 2).

B. Evaluation Protocol

For a fair comparison, we adopt three evaluation metrics in
the experiment. The details are listed as follows:
e M AE(mm): The mean absolute error between predictive
curve and truth, which can be formulated as:

N
1 )
MAE = > lyi = 4l (13)

i=1
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e RM SE(mm): The root mean squared error between pre-
dictive curve and truth, which can be formulated as:

_ AN S \2
RMSE—\/NZi_l(yi_yi)

® SIMgp(mm): The similarity between predictive curve
and truth in shape. This metric exploits dynamic time
warping algorithm (DTW) [52] to calculate the least cost
Path, which can be formulated as:

SIMae,(X,Y) = \/Z(ij)ePath (X — Yg)z (15)

where ¢ and j represent the subscripts of the two-time
series X and Y, respectively. The final DTW similarity
value SIMyy, is obtained by summing the Euclidean
distances of the corresponding points in the minimum cost
path.

(14)

C. Comparing With State-of-The-Art Methods

To verify the effectiveness of the proposed LSTformer in res-
piratory prediction, we compared our model with three state-of-
the-art (SOTA) models. For these SOTA methods [20]-[22], we
replicate them following the same configuration. For instance,
in Lin’s method [21] and Bi-GRU [22], the number of layers is
3, and in Bi-LSTM [20], the number of layers is 7. In addition,
the learning rate and optimizer also keep the same configuration
to ensure optimal performance.

The experiments are executed in situations of different pre-
dictive points (Nyyipur =5, 10, 15) to prove the superiority
of our method under the long window. The different output
number of points corresponds to different time latency. For
instance, the respiratory motion points after 200 ms latency can
be predicted when Noy¢pu: = 5, and those after 600 ms latency
can be calculated when Ny, = 15, respectively. It can be
formulated as follows:

latency = 1000% (16)
where the f = 26 Hz is the signal acquisition frequency. We
multiply 1000 to obtain the latency time with the unit of mil-
lisecond.

The detailed results of different latency windows are listed
in Table II. In our method, the SIMy:,, can be reduced to
11.932 mm, 17.774 mm and 18.503 mm in the latency window
of 200 ms, 400 ms and 600 ms, respectively. For the latency
window of 200 ms, our method outperforms the benchmark of
Lin et al. [21] by 10.513 mm on SITM 4,,, by 0.084 mm on
M AE, and by 0.098 mm on RM S E. Our method outperforms
Bi-LSTM by 5.766 mm on SIM jt,,, by 0.184 mm on M AE,
and by 0.192 mm on RM S E. Our method outperforms Bi-GRU
by 10.838 mm on SIM sy, by 0.158 mm on M AFE, and by
0.235 mm on RMSE. For the latency window of 400 ms,
our method outperforms the benchmark of Lin et al. [21] by
10.276 mm on SIM g, by 0.083 mm on MAFE, and by
0.073 mm on RM SE. Our method outperforms Bi-LSTM by
30.484 mm on ST Mgy, by 0.669 mm on M AF, and by 0.7 mm
on RM S E. Our method outperforms Bi-GRU by 26.729 mm on

TABLE Il
DETAIL EVALUATION CRITERIA VALUES OF LSTFORMER MODEL IN
DIFFERENT TIME LATENCY

latency Model ave.SIMgp,, | ave. MAE |  ave.RMSE | a'z)eATi?ne 1
(mm) (mm) (mm) (ms)
200(Noutput =5)
Lin ef al. [21] 22.445 0.325 0.421 14.53
Bi-LSTM [20] 17.698 0.425 0.515 27.09
Bi-GRU [22] 22.770 0.399 0.558 28.52
Ours 11.932 0.241 0.323 22.29
400(Noutput =10)
Lin er al. [21] 28.050 0.427 0.527 29.53
Bi-LSTM [20] 48.258 1.003 1.154 57.49
Bi-GRU [22] 44.503 0.644 0.808 56.82
Ours 17.774 0.344 0.454 44.19
600(Noutput =15)
Lin er al. [21] 91.326 1.070 1.314 44.36
Bi-LSTM [20] 62.543 1.254 1.456 86.59
Bi-GRU [22] 123.132 1.346 1.577 84.95
Ours 18.503 0.355 0.501 66.09

J Indicates That the Smaller the Value, the Better.

STM g, by 0.3 mm on M AF, and by 0.354 mm on RMSE.
Especially in the longest latency window of 600 ms, our method
outperforms the benchmark of Lin ef al. [21] by 72.823 mm on
STM g, by 0.715 mmon M AFE, and by 0.813 mmon RM SE.
Our method outperforms Bi-LSTM by 44.04 mm on S1M g,
by 0.899 mm on M AFE, and by 0.955 mm on RMSE. Our
method outperforms Bi-GRU by 104.629 mm on ST M 4, by
0.991 mm on M AF, and by 1.076 mm on RM SE. Besides,
the last column of Table II shows the evaluation of the real-time
requirement. It can be observed that all models can predict
results within 100 ms under the latency window of 600 ms.
However, our method significantly outperforms Bi-LSTM and
Bi-GRU in multi-scale prediction accuracy while ensuring lower
time-consuming. Although our method slightly underperforms
Lin’s method (by 6.2 ms on 200 ms latency, by 13.3 ms on 400 ms
latency, and by 19.5 ms on 600 ms latency), our method achieves
great performance on prediction accuracy under multi-scale
latency windows. In summary, our method achieves a prefer-
able performance and outperforms other RNN-based methods
under long window prediction while satisfying the real-time
requirement.

D. Ablation Study

In this section, we first conduct experiments to verify the
effectiveness of our proposed components, including the back-
bone, LTE, LIE and PE. We further analyze the impact of the
model’s structure on the performance. Then, we investigate the
effect of augmented data for discussion. Finally, we demonstrate
the stability of our LSTformer under long-term window predic-
tion.

Effectiveness of PE, LTE and LIE: We present the results under
different combinations of our proposed modules in LSTformer
for long-term window prediction, including Trans-Encoder
(only LTE), original Transformer (Trans-Original), Pure-LSTM
(only LIE), and our LSTformer. The detailed information is
listed in Table III. From Table III, we can observe that our LST-
former outperforms Pure-LSTM by 72.823 mm on ave.ST M gy,
criteria, by 0.372 mm on M AF and by 0.354 mm on RM SE.
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TABLE Il MAE
ABLATION ON DIFFERENT MODULE COMBINATIONS

Model e ue pE  SMawd MAE | RMSE |  Timel
(mm) (mm) (mm) (ms)

Trans-Original X X X 43.467 1.008+0.552  1.18240.658  214.9

Trans-Encoder v X v 41.881 0.72740.347  0.85540.416  56.54

Pure-LSTM X v X 91.326 1.070+0.538 131440667  44.36

LSTformerno-PE ¢ ¢ X 175579  1.81740.841  2.102+0.981  54.33

LSTformer v v v 18.503 0.35540.218  0.501+0.270  66.09

The Results are Arithmetic Mean on 9 Test Segments Under 600 Ms Latency Window.

Compared with Trans-Encoder, LSTformer outperforms it by
23.378 mm on ave.SIMg,, index, by 0.715 mm on M AE
and by 0.813 mm on RM SE. Compared with Trans-Original,
LSTformer outperforms it by 24.964 mm on ave.STM gy, in-
dex, by 0.653 mm on M AFE and by 0.681 mm on RMSE.
Since the original Transformer is a complete encoder-decoder
architecture and requires additional mask operations to cover
the information predicted in the testing, the computation time
increases significantly (214 ms). By contrast, our LTE and LIE
can optimize the time efficiency, which improves by 69.24%.
Compared with LSTformer-no-PE, LSTformer outperforms it
by 157.076 mm on ave.SIMj4,, index, by 1.462 mm on
MAE and by 1.601 mm on RMSE. It means that our PE
can improve prediction accuracy. In summary, our proposed
modules can significantly improve the performance of long-term
window prediction compared with Pure-LSTM and original
Transformer.

Analysis of Structure: To analyze the effect of different archi-
tecture, we test the accuracy of LTE and LIE modules under dif-
ferent numbers of layers, encoding dimensions, and MHA heads.
The detailed information is listed in Fig. 6. Our model achieves
the best performance from the experimental results under the
combination of two-layer LTE, two-layer LIE, 64-dimensional
encoding, and 4-heads MHA. It means that our LSTformer is
lightweight while ensuring optimal performance.

Generalizability of Augmentation Data: Fig. 7 demonstrates
that data augmentation brings great generalization and predictive
ability to LSTformer when facing different collection scenar-
ios. LSTformer provides feasibility and reliability for future
experiments on the simulator phantom and practical clinical
application.

Model Stability under Long-term Window: To demonstrate the
stability of our LSTformer under long-term window predictions,
we compare the prediction of different methods at 600 ms
latency (as shown in Fig. 8). The box plots demonstrate that our
LSTformer has outstanding performance on SIM, M AE and
RMSE. The values of the standard deviation of LSTformer
in three indicators are 9.835 mm, 0.217 mm, and 0.270 mm,
respectively. To be concrete, LSTformer outperforms Lin ef al.’s
method by 72.82 mm, Bi-LSTM by 44.04 mm, and Bi-GRU by
104.63 mm on ST M g4,,,. Our method outperforms Lin ef al.’s
method by 0.777 mm, Bi-LSTM by 1.002 mm, and Bi-GRU by
1.037 mm on M AFE indicators. Our method outperforms Lin et
al.’s method by 0.785 mm, Bi-LSTM by 1.010 mm, and Bi-GRU
by 1.056 mm on RM SE indicators. It can be concluded that
our method can provide more stability than other RNN-based
methods under long window prediction.

LTE layers
(a)
d

avg. MAE(mm)
—e—avg RMSE(mm

0.7

0 16 32 48 64 80 96 112128144160176192208224240256
Number of encoding dimension
(b)
nhead

avg. MAE(mm)
08t |~*—avg. RMSE(mm

0.6

04

0 4 6 8 10 12 14 16

T:Iumbcr of multi-head attention blocks
©

Fig. 6. Inference about hyper-parameters in LSTformer. (a) Inference
on numbers of LTE layer and LIE layer. (b) Inference on encoding
dimension d. (c) Inference on layer numbers multi-head attention blocks
nhead.

E. Visualization

As shown in Fig. 9, LSTformer with attention mechanism is
used to extract feature representation so that the performance
of our model is better than RNN methods in all windows. In
addition, the experimental results under the 600 ms window also
prove that the LIE module authentically has the ability of long-
term information enhancement. In contrast, the feature extrac-
tion ability of LSTM is not exceptional enough, so it is incapable
of learning the amplitude information of breathing movement
well. It can be observed that the Bi-LSTM and Bi-GRU have
phase drift phenomena on the time axis, which becomes more
evident as the window becomes large. In addition, the two bidi-
rectional models have a poorer shape fitting capacity than Lin et
al.’s method when irregular spikes appear in the respiratory sig-
nal, as shown in the first and third row of Fig. 9. Thus, they often
lead to spiculate shapes in the predicted results. Bidirectional
models additionally train a model from the future to the past
and theoretically concerns more future information in context.
However, their complicated structure has generated overfitting
phenomenon compared to the mono-directional LSTM approach
from the testing results on periodic breathing signals.
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Fig. 7. Comparison of three indicators before and after data enhance-
ment. (a) SIM criteria comparison changes in training process of 190
epochs. (b) MAE criteria comparison. (c) RMSE criteria comparison.
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Fig. 8. Stability analysis under long-term window. (a) SIM criteria
comparison among RNN-based methods and ours. (b) MAE criteria
comparison. (c) RMSE criteria comparison.

V. DISCUSSION

The purpose of this work is to establish a model that can
predict the semi-periodic respiratory signals under long-term la-
tency while ensuring real-time requirement. Based on our model,
the tumor’s motion can be correlated and tracked in radiotherapy.
The extensive experiments on three different latency windows
demonstrate that our proposed method obtains great prediction
accuracy under multi-scale latency, specifically for long-term
respiratory prediction. Compared with RNN-based predictive
methods, our method achieves a state of the art performance
while ensuring the real-time requirement. This paper concerns
the respiratory prediction of external abdomen markers, since the
processing of internal tumor motion through direct imaging by
MRI and CT can be time-consuming [4]. Also, the registration
needs to be considered between consecutive images [4]. There-
fore, this indirect surface markers predictive method brings
advantages of noninvasive and high computational efficiency.

A preoperative correlation model is generated prior to the
respiratory prediction in clinical flows. The process is as fol-
lows: (1) External breathing motion is monitored by an optical
tracker [11], real-time position management system (RPM) [42]
or RGB-D camera [43]. (2) Internal tumor motion is measured at
multiple discrete time points by acquiring intraoperative X-ray,
MRI or CBCT images [53]. (3) A correlation model, described
as a simple linear or quadratic function, is generated by fitting
the 3D internal tumor motion for different respiratory cycles to
the external marker positions. (4) Taking real-time respiratory
data as input, the respiratory prediction model quickly outputs
predictive data associated with internal tumor position, thus
compensating for system delays.

The respiratory signals obtained via a respiratory sensor
could detect the periodic motion of a tumor accurately [54]
since external respiration has a strong correlation with tumor
motion [7], [55]. Therefore, the correlation model between
the external marker and internal tumor will be addressed in
future studies. Nowadays, several works have investigated the
correlation model, such as [41], [43]. However, there are still
some issues that have not been completely solved. For example,
since the tumor motion is three-dimensional, the influence of
respiratory motion is different in three directions. Moreover,
other factors, such as baseline shifts of respiration [56] and
deformation of tumor [4], [57], also need to be further considered
in future research.

One point that deserves discussion is the accuracy level of the
radiotherapy application. Our prediction model got an MAE of
0.241 mm in 200 ms latency, 0.344 mm in 400 ms, and 0.355 mm
in 600 ms. This result demonstrates the stability of our method in
prediction accuracy. The CyberKnife [11] is robotic equipment
for clinical radiotherapy, which represents the advanced level.
It exploits a stereo camera and orthogonal X-ray to acquire
external respiratory signals and internal tumor motion images.
CyberKnife can achieve a system error of approximately 0.3 mm
to 1.5 mm in latency of around 115 ms to 192.5 ms [7], [53].
Therefore, it could be concluded that our method can obtain a
relatively lower error, which may have potential applicability.
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Fig. 9. Predicted trace and ground truth. 1st to 3 rd row: the latency of 200 ms, 400 ms, and 600 ms, respectively. Data source: The first column

of the test data above is from timestamp 5721-6201 of test data segment No.1, and the displacement range is from —1 mm to 0.8 mm. The second
column is from timestamp 5721-6201 of test data segment No.3, and the displacement ranges is from —1 mm to 12 mm. The third column is from
timestamp 6499-6979 of test data No.4, and the displacement range is from —5 mm to 7 mm.

VI. CONCLUSION

In this paper, an innovative LSTformer is proposed for long-
term real-time accurate respiratory prediction. It employs the
lightweight Transformer to capture the global temporal semi-
periodicity feature of respiratory signals, which is superior to
RNN-based methods. Moreover, a LIE module is developed to
solve the problem of generalization decline under a long window.
An application-oriented data augmentation strategy is used to
generalize our LSTformer to practical application scenarios.
Extensive experiments on augmentated datasets and publicly
available datasets demonstrate the state-of-the-art performance
of our method and verify that the attention mechanism of the
Transformer can effectively improve the prediction accuracy on
the premise of satisfying the real-time demand. The proposed
method is general and could be extended to tumor tracking in
different clinical scenarios. Future clinical implementation of
the proposed method with thorough assessment may provide
the physicians with an important tool to assist patient treatment
delivery.
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